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Executive Summary

This study sought to identify the distinctive criminal pathways, and specify the early characteristics that predict offending trajectories for a Canadian sample comprised of 514 male and female juvenile probationers followed into middle adulthood. Using latent growth curve mixture modeling, the results revealed the existence of two main types of offenders who differed in composition, offending activity, and desistance throughout the life-course. One group represented approximately 13% of the offenders, and showed a chronic high level of offending behaviour throughout the life-course. The offending frequency/severity of this group increased steadily from adolescence onwards. The remainder of the sample (87%) was characterized by sporadic and/or less serious involvement in criminal behaviour over the years. The offending pattern of this latter group remained stable although it tended to show a slight decline in frequency/severity from age 26 onwards. The offenders classified in the chronic high trajectory group disproportionately engaged in a wider variety of offences as well as more of the violent crimes. Of the criminogenic risk/needs domains studied, the youths’ patterns of associations were the most robust and reliable predictor of group membership. Not surprisingly, the chronic high trajectory group comprised more offenders who had negative and unconstructive ties with their peers than the stable low group. Overall, the findings are consistent with the original dual taxonomies proposed by Loeber and Stouthamer-Loeber (1996), Moffitt (1993) and Patterson, Reid and Dishion (1992). The paper concludes with a discussion of policy and practical implications and directions for future research.
Introduction

The identification and characterization of subgroups of youths who engage in various levels of delinquent and criminal activity has been central on the research agenda of developmental criminologists. This research interest stemmed from the undisputed finding that in early adolescence offending escalates to a peak in late adolescence and then declines in young adulthood (e.g., Blockland, Nagin and Nieuwbeerta 2005; Blumstein and Cohen 1987; Elliott 1994; Farrington, Lambert and West 1998; Loeber, Farrington, Stouthamer-Loeber, Moffitt and Caspi 1999). In an attempt to explain this age-crime curve, one question has attracted a great deal of attention and this relates to the question of whether there exists distinct groups within the offender population that share distinctive etiologies that follow different trajectories of offending.

Within this context, the need to address heterogeneity in the incidence and maintenance of criminal behaviour across development has become widely accepted within the field of criminology and psychology (Loeber and Stouthamer-Loeber 1998). While some scholars (e.g., Gottfredson and Hirschi 1990) argue that the observed rise in offending during adolescence mirrors a transitory increment in the actual number of criminal acts committed by a small and constant subgroup of individuals, a growing number of developmental and life course theorists (e.g., Loeber and Stouthamer-Loeber 1996; Moffitt 1993; Patterson, Capaldi and Bank 1992) posit that the number of individuals willing to offend during adolescence is greater, which suggests that the age-crime curve hides distinctive developmental pathways within the offending population.

During the past decade, a number of developmental taxonomic systems have been advanced to account for within-individual continuity and change in criminal behaviour over time. Among the most influential are those proposed by Loeber and Stouthamer-Loeber (1996), Moffitt (1993) and Patterson et al. (1992). According to their theories, the offender population is comprised of two primary hypothetical categories of offenders who follow a distinctive prototypical course of offending related to different risk factors. The antisocial behavioural pattern of one group (referred to as “early onset persisters”) is said to start with less serious forms of offending and/or deviant activity in childhood as a result of abnormal neurodevelopment, and gradually worsen during the life-course as the individuals are in constant interactions with various high-risk environmental factors (e.g., inadequate parenting). The second, much larger group (“late onset desisters”), is posited to begin offending later in life (during adolescence), and to desist on entering the adult years. The antisocial behaviour of this latter group is not believed to originate from neuropsychological impairments, but rather from the influence of various social processes such as a gap in maturity, social modeling, and reinforcement for rule-breaking behaviour.

Findings from this line of research have provided evidence for the existence of these two distinctive subgroups of offenders, and have generated important theoretical considerations regarding the development of offending behaviour over the life span. Perhaps most notable is the suggestion that a number of offenders do not fit into either an early onset persister or late onset desister group, which implies that the offender population is potentially comprised of more than two subgroups. Several studies have now found a number of distinct trajectory groups typically ranging from three to six (see Piquero 2008 for a review). Most notably, Moffitt (2006, 2007; Moffitt, Caspi, Dickson, Silva and Stanton 1996) has modified her dual taxonomic theory to include a third trajectory consisting of a small group of offenders characterized by a pattern of recurrent, but low level offending throughout a certain period of their life-course (e.g., childhood to adolescence). This third trajectory type appears to replicate across longitudinal studies (e.g., Fergusson, Horwood and Nagin 2000; Laub, Nagin and Sampson 1998; Moffitt, Caspi, Harrington and Milne 2002; Sampson and Laub 2003). So, the question as to whether the dual taxonomic system overlooks the presence of other, logically possible, offending trajectory types remains relevant.
Are Trajectories Types an Analytical Artefact?

The debate about the actual number and types of distinct offending trajectories can be partly traced to methodological and analytical differences, with the kind of statistical analyses used to examine the data as a prime contributor (Kreuter and Muthén 2008; Piquero 2008). A historical sketch of studies aimed at classifying individuals into groups based on their offending pattern reveals the popularity of several diverse approaches. Some researchers have employed cluster analysis (e.g., Aalsma and Lapsley 2001; Eklund and af Klinteberg 2006; Raine, Moffitt, Caspi, Loeber, Stouthamer-Loeber and Lynam 2005; Stattin and Magnusson 1991; Vincent, Vitacco, Grisso and Corrado 2003), others have used factor analysis (e.g., LeBlanc 1996), and still others have applied taxometric methods (e.g., Skilling, Quinsey and Craig 2001). While these traditions appear well suited to analyze data measured at one point in time, their application to the analysis of repeated measures data over time is limited as observations are not independent within units.

For the analysis of longitudinal data, individual growth modeling offers many opportunities, and has demonstrated its superiority to alternative methods for various reasons, among which is that the analytical and statistical framework uses latent variables which reduces measurement error. The latent classes are further identified using dynamic (i.e., longitudinal) data rather than point estimates. This allows researchers to identify temporal patterns in the data and distinguish between groups that differ in offending patterns over time (e.g., start at a similar level of offending but diverge in offending later on). Individual growth modeling is also flexible concerning the research design (e.g., different data collection schedule and/or number of waves across individuals), and the statistical techniques allow inclusion of contextual variables, and use all participants’ data, even if incomplete.

Briefly, latent trajectory models allow separate trajectories over time for repeated measures. Each case in the sample can have a distinct time trend as marked by a different intercept and/or slope when followed over time as well as being a structural equation modeling (SEM) approach that has deep roots in social science methodology. It has been used in such diverse areas of research as substance use (e.g., Chassin, Flora and King 2004; Greenbaum, Del Boca, Darkes, Wang and Goldman 2005; Simons-Morton and Chen 2006), intelligence testing (e.g., Raykov 1997), and offending behaviour (e.g., Blockland et al. 2005; Chung, Hill, Hawkins, Gilchrist and Nagin 2002; Laub and Sampson 2003; Wiesner and Windle 2004).

Latent trajectory models are referred to as semi-parametric group-based trajectory models or latent growth (finite) mixture models when group membership is unknown (Li, Duncan and Duncan 2001; Muthén and Shedden 1999; Nagin 1999; Nagin and Tremblay 2001). These models are an elaboration of the conventional maximum likelihood models that form the basis for many commonly used statistical methods (e.g., Poisson, logit regression). In fact, the mixture modeling approach utilizes maximum likelihood estimation to obtain the estimated probabilities of group membership in accounting for the probabilistic nature of group assignment. Two central missions of latent growth mixture modeling are the identification of clusters of individuals with similar trajectories of development, and the testing for the presence of distinctive predictors of the groups. As such, the approach assumes that the population is composed of a mixture of distinct subgroups, each defined by a prototypical growth curve. Group membership is not known, but is inferred from the data. Unobserved heterogeneity in the development of an outcome over time is captured by latent variables.

The Identification and Assessment of Risk

Regardless of theoretical orientation, most scholars agree on the importance of identifying juvenile delinquents most at risk of continued offending, understanding the factors contributing to persistent offending, and concentrating intervention resources on the chronic and serious offenders. The identification of high-risk, chronic offenders (and the characteristics that differentiate them from lower risk, relatively transient offenders) is important for focusing resources on the former given the fact that intervening with all offenders is neither feasible nor desirable. As noted by Anderson (2010), “the new research points to policies
that affect high-rate chronic offenders as the key to lowering crime costs” (p. 276). The efficiency of a criminal justice system in reducing rates of criminality, and the ensuing social and human costs typically associated with crime and other antisocial acts, can thus be gauged by its ability to successfully identify the small number of offenders who commit a high proportion of serious offences. Only then, can intervention efforts and other resources be invested wisely and distributed profitably.

In this regard, there are two principal hazards that criminal justice systems face. First, there is the possibility of selectively focusing on offenders who may not be demonstrably more dangerous or at risk to reoffend than other offenders from the larger pool from which they are drawn. Second, there are the human costs associated with incorrectly classifying serious, chronic offenders as low risk for reoffending. The appropriate disposition of cases by criminal justice officials is therefore a crucial element to the proper functioning of any correctional or criminal justice system, especially when dealing with a relatively small group of high-risk offenders who commit a disproportionate share of crime.

Underlying this responsibility is the assessment of risk, which raises one fundamental question: Can we predict and treat well enough to make a difference on recidivism? By most accounts, the answer is yes. There is now a consensus that both general and violent reoffending can be predicted among typical criminal populations, as well as groups of violent and sexual offenders (e.g., Andrews and Bonta 2006; Campbell, French and Gendreau, in press; Gendreau, Little and Goggin 1996; Rice and Harris 1997). The degree of success in prediction, however, remains contingent upon the methods used by criminal justice professionals to assess offender risk level (i.e., clinical vs. actuarial). Most would argue that actuarial assessments of offender risk are superior to clinical, unstructured prediction procedures (e.g., Ægisdóttier, White, Spengler, Maugherman, Anderson and Cook 2006; Bonta 2002; Grove, Zald, Lebow, Snitz and Nelson 2000).

Fortunately, the past several years have witnessed an increasing reliance on “actuarialism” by criminal justice systems in their preferred approach to risk assessment (Andrews, Bonta and Wormith 2006; Bonta and Wormith 2006; Kemshall and MacGuire 2001). Acknowledging the current state of affairs, the adoption of a theoretical perspective and empirical methods that seek to understand and predict individual variation in criminal conduct in terms of offending pathways or criminal careers appears promising in assisting researchers to develop improved, and refine existing, actuarial instruments.

The Present Study

Two main statistical modeling techniques have assumed prominence in the developmental criminological literature. Some experts have recommended the use of latent class growth analysis (LCGA; Nagin 1999; Roeder, Lynch and Nagin 1999), while others have advocated growth mixture modeling (GMM; Muthén and Shedden 1999; Muthén, Brown, Masyn, Jo, Khoo, Yang, Wang, Kellam, Carlin and Liao 2002). In LCGA, the mixture corresponds to different latent trajectory groups and no variation across individuals is allowed within groups. An advantageous feature of GMM is that both cross- and within-group variation is allowed for the latent trajectory groups. In a recent paper, Kreuter and Muthén (2008) demonstrated the benefits of GMM over alternative modeling techniques (including LCGA) to capture heterogeneity in trajectories.

Given the growing body of evidence supporting the notion that criminal behaviour does not vary regularly throughout the population, but instead tends to reveal itself in markedly different intensities in specific groups of individuals, this analytical strategy appeared especially suited to the specific content domain of criminology and criminal justice research in terms of identifying heterogeneity in the number and types of offending trajectories. In addition, the present study also explored possible risk factors that predict membership in these trajectories. At the same time, statistical modeling techniques address the constraints and limitations of alternative strategies to analyze change over time. In an attempt to provide additional insight into the debate around the number and types of distinct offending trajectories, we therefore chose to investigate heterogeneity in the developmental course of offending in the present study using Muthén and Shedden’s latent growth curve mixture modeling approach (GMM; 1999).
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Method

Participants

The sample consisted of 514 juveniles from Manitoba, Canada who were sentenced to probation during the years 1986 to 1991. At the time of the index offence, the participants ranged in age from 12 to 19 years, with a mean age of 16 years ($SD = 1.6$). Roughly, 44% of the youths lived with both of their parents. The remainder lived with one parent (10%), one third with an adult who was not a parent, and 14% were in a foster or group home. As expected, the sample was not gender-balanced such that 85% of the juvenile probationers were male and 15% were female. Based on a modified Wisconsin risk assessment instrument, the Primary Risk Assessment – Version 1 (PRA – V1; Bonta, Parkinson, Pang, Barkwell and Wallace-Capretta 1994), their scores upon admission to supervision classified 19.8% of the juvenile offenders as low risk, 54.3% as medium risk, and 25.9% as high risk.

The majority of the juvenile probationers were first-time, non-violent offenders. Only about 14% had one or more prior convictions (84.3% of those were for non-violent offences). Furthermore, less than 5% had previously served time in an institutional setting (i.e., open or closed custody) prior to the index offence conviction. While 76.5% of the juvenile probationers were convicted of a non-violent index offence, 21.3% were found guilty of a violent person offence and only 2.2% of a violent sexual offence. For the index offence convictions, 11.3% received some form of custodial sentence along with their term of probation (five additional offenders were sentenced to time served). Sentence lengths for those offenders ranged from 2 to 729 days, with a mean time of 181 days ($SD = 148.5$).

Procedures

One hundred youth probation offenders were originally randomly drawn from each year of all cases closed between 1986 and 1991. Upon admission to supervision, probation officers interviewed the offenders to garner details on personal-social demographic characteristics as well as various indicators of criminal history, emotional functioning and personal circumstances. Many of these factors were regarded as relevant to involvement in criminal activity. This information was used to create a database encompassing a number of background variables that a review of the literature identified as relevant to the prediction of the criminal careers of juvenile offenders. A search on the Offender Management System of Correctional Service of Canada complemented missing information from the original database (e.g., date of birth). Criminal history records from the RCMP’s Criminal Records Branch (Canadian Police Identification Centre [CPIC] records) also supplemented and corroborated information that was not readily available from the probation officers. CPIC provides a national database of criminal history records.

The follow-up period ended in 2005. For approximately one-quarter of the sample (25.2%), the RCMP had no record of criminal activity in its system. The failure on the part of the RCMP to locate information on some of the offenders’ past criminal activities was expected, given standard practices that authorize the purging of criminal history records. Accordingly, a request was made to the province of Manitoba to provide criminal history records from its own provincial system. By doing so, criminal history information was recorded for an additional 38 offenders. Offenders were excluded from the study for whom criminal activity information was unobtainable (i.e., no CPIC record and no provincial record). An earlier study of this sample on a different topic had CPIC records from 1993. Thus, if the 2005 CPIC records had missing information for some offenders because of purging policies for youths, the 1993 records were used. We assumed that those cases remained alive and in the country until the end of the follow-up period, and so treated these offenders as non-recidivists, beyond any convictions revealed by their 1993 CPIC record. Using these exclusion criteria, 73 of the 149 juvenile offenders for whom the RCMP could not retrieve criminal history information were dropped from the study, producing a final sample totalling 514 offenders.
Measures

Risk Factors

The predictors of offence trajectory were measured by the probation officers when the juvenile probationers were admitted to supervision during the years 1986 and 1991. However, we had to make an exception related to the criminal history variables for which follow-up criminal history records were used as a source of information. The predictors sought to operationalize constructs that were theoretically and empirically relevant to understanding developmental trajectories of offending. Those constructs reflected the peer, familial, education, accommodation, attitudinal, substance use, financial, and criminal history of the offenders’ lives. All eight criminogenic risk/needs domains were coded on a three-point scale, with total scores ranging from 0 to 2 and higher scores indicating a higher risk for criminality.

Outcome Criterion

A retrospective examination of the offenders’ criminal history records identified developmental trajectories of offending. An outcome measure that assessed a combination of offending frequency and severity was developed specifically for the purpose of the present study. The measure was named the Criminal Seriousness Index (CSI; see Table 1) and had seven levels, ranging from 1 (no offending) to 7 (at least two violent incidents and two non-violent incidents). Combining offending frequency and severity was important as both dimensions of criminal behaviour have the capacity to differentiate non-offenders from chronic offenders (Tolan and Gorman-Smith 1998). While frequent offenders are often serious offenders (and vice versa), the two dimensions are not perfectly correlated. For instance, an offender scoring 3 may commit many offences but not have committed a serious, violent offence. This distinction is important to recognize as Moffitt (1993) postulates that adolescent-limited (late onset desisters) and life-course-persistent (early onset persisters) offenders do not differ with respect to the frequency of antisocial acts during adolescence. What differentiates the two groups during that period is a combination of the variety and seriousness of offending behaviours. By combining the two methods of assessment, we were thus able to address an important theoretical consideration.

| TABLE 1. CRIMINAL SERIOUSNESS INDEX |
|---|---|
| SCORE | OPERATIONAL DEFINITION |
| 1 | No offence |
| 2 | 1 Non-violent incident |
| 3 | > 1 Non-violent incidents |
| 4 | 1 Violent incident |
| 5 | 1 Violent incident + ≥ 1 non-violent incident(s) |
| 6 | > 1 Violent incidents |
| 7 | > 1 Violent incidents + ≥ 1 non-violent incident(s) |

Offenders were given a score on the CSI at each of five time periods starting with the age at which they were convicted for their index offence. Offending trajectories were modeled as a function of chronological age rather than year as it was a less bias measure of time given the considerable amount of age heterogeneity at each year cohort. The age periods were defined as follows: (1) Early Adolescence (12-15); (2) Late Adolescence (16-20); (3) Early Adulthood (21-25); (4) Adulthood (26-30); and (5) Middle Adulthood (31 onwards). Because some offenders spent time in confinement during the course of the study, we adjusted scores on the CSI for “time-at-risk” in the community. Specifically, we divided the scores by the natural log of the number of months the offender was “street free” to commit an offence (i.e., not incarcerated) during the particular period of assessment (the resulting scores were further...
multiplied by 10 to facilitate interpretation). Values on the CSI for offenders who did not reoffend during a certain age period due to having spent the entire period incarcerated and thus having had no opportunity to reoffend were treated as missing values. Missing values were also assigned to age categories that did not have a criminality score to avoid making assumptions about the frequency/severity of offending in the absence of information.

Data Analysis

Analyses were conducted with the software package Mplus 4.2 (Muthén and Muthén 1998, 2006). Mplus facilitates the analysis of structural equation modeling relations by building causal models that more realistically reflect complex relationships and estimate the strength of variable relationships. In addition, Mplus has the beneficial capability of identifying clusters or groups of individuals with similar trajectories. The software program was designed to simultaneously use both continuous (e.g., random effects corresponding to individual differences in development) and categorical (e.g., latent trajectory groups corresponding to types of development) latent variables. That is, the modeling framework allows estimation of trajectory shapes as random rather than fixed effects, thus modeling individual variation in trajectory shape within each latent group.

There were three steps in the data analysis. First, the functional form of the overall criminal pathway for the young offenders was explored using latent trajectory modeling to identify the optimal structural equation model to fit the data and determine whether there were significant individual differences in criminal behaviour at baseline and in rates of progression over time. Second, growth mixture modeling was then used to identify subgroups of offenders with distinct offending trajectories from early adolescence to middle adulthood. Finally, logistic regression was used to predict group membership from the criminogenic risk/needs factors assessed when the juvenile probationers were admitted to supervision. Given that the study sample consisted of adjudicated youths, all offenders, including the non-recidivists who had no criminal conviction following the index offence (n = 48 or 9.3% of the sample) were included in the analyses. These individuals engaged in criminal activity at some point during the period under investigation and therefore, contributed to an analysis of change.

Missing Data

Mplus allows missing data in all parts of the model, except observed background variables (i.e., predictors/covariates). When the program reads the data file and encounters missing values, it automatically computes maximum likelihood estimates (Anderson 1957). Missing data in the present study was imputed using a regression method assuming ignorable missingness at random (MAR). More specifically, after the model parameters were set equal to their maximum likelihood estimates, linear regression was used to predict the unobserved values for each case as a linear combination of the observed values for that same case. Data on the majority of the individual predictors were available for all participants. Two variables (Education and Accommodation) had missing values, but given that it was for less than 10% of the sample, those missing values were imputed using the sample median for the rest of the dataset.
Results

The Overall Criminal Pathway

In the first series of analyses, the shape of the criminal pathway was explored for the entire sample over the age periods. In order to explore the functional form of growth that best fit the data, a number of unconditional (without covariates) latent trajectory models were estimated. The analysis began by assuming a single group and applied a latent growth curve model with a linear growth function only. Given our knowledge of the age-crime curve, we then fitted a quadratic growth function to allow for curvilinear trends across the ages. In addition to an intercept factor (which we defined as the frequency/severity of criminal behaviour during the second age period of late adolescence) and a linear factor, the quadratic growth model also contains a quadratic factor.

The estimator for the latent growth curve analyses was maximum likelihood with standard errors and a chi-square test statistic that are robust to non-normality (MLR). Some of the characteristics of the models were that the path loadings from the latent intercept to the outcome measure were fixed at 1.0 while the fixed loadings from the latent growth factors to each of the five waves of outcome were −1, 0, 1, 2 and 3 for the linear factor, and 1, 0, 1, 4 and 9 for the quadratic factor. The means of the growth factors as well as their variances and covariances were estimated because the growth factors are exogenous (i.e., independent) variables, and as such do not influence any variable in the model except their own indicators. Residual variances across the assessment waves were also estimated and free to vary over time. However, the intercepts of the observed dependent variable were not estimated, but fixed to zero.

The individual and comparative fit of the growth curve models were evaluated using several indices, including the likelihood ratio statistic \( T_{ML} \) (or chi-square test), the Tucker-Lewis index (TLI; Tucker and Lewis 1973), the comparative fit index (CFI; Bentler 1990), the root-mean-square error of approximation index (RMSEA; Steiger and Lind 1980), and the Bayes Information Criterion (BIC; Raftery 1993; Schwartz 1978). We also screened for “improper solutions” (e.g., negative residual variances), and examined the proportion of the variability in the observed variables accounted for by the underlying latent trajectory factors \( R^2_{yt} \).

The results showed that the latent growth curve model specified with a quadratic function best fit the data. In fact, the general aggregated pattern of criminal activity generated for the sample mirrored the classic age-crime curve in that the rate of offending peaked in late adolescence and declined gradually into adulthood. Furthermore, there was significant variability around the mean in the intercept and slope components of the quadratic latent growth curve model, which implies that the juvenile offenders differed in their average criminal behaviour ratings during late adolescence, as well as in their rates of change in criminal behaviour over time. The subsequent growth mixture analyses thus attempted to explain this variability.

Identifying the Number and Types of Offending Trajectories

There was significant intra-individual variance in status and growth factors on the best fitting model using a one-group solution, justifying the extraction of additional groups to account for this heterogeneity. Thus, after specifying a single group, two-group through four-group growth mixture solutions were tested to determine the optimal number of trajectory groups to extract. In the parameterization of the growth mixture analyses, growth factor variances and covariances, as well as residual variances of the observed outcome variable (adjusted CSI scores) were constrained to be equal across groups. However, the mean parameters of the growth factors were allowed to vary across groups.
In growth mixture modeling, model selection requires determination of the number of groups that best describes the data. However, it is not appropriate to use the standard log likelihood ratio (chi-square difference) test for model comparison because a \( k \) group model is not nested within a \( k + 1 \) group model. Several statistics are available to help determine the optimal number of groups to extract. In the present study, model fit was evaluated using one of the more popular selection factors, the Bayes Information Criterion (BIC) as it can be used for comparison of both nested and unnested models (Kass and Raftery 1995; Raftery 1995). The model with the smallest absolute BIC value is generally chosen. It should be noted that the BIC formula rewards parsimony, and therefore tends to favour models with fewer groups. In the current study, the growth mixture models failed to converge to a reliable solution when more than two groups were specified, suggesting that the specification of additional groups (beyond two) did not improve the fit of the model for the data. However, the two-group solution produced substantial improvement in fit statistics over the one-group solution (BIC was minimized for the two-group solution; 12 766 vs. 13 026).

Following model selection, offenders were assigned to the group that best conformed to their criminal behaviour according to the maximum posterior probabilities of group membership. For each offender in the sample, the posterior probabilities of group membership estimated the probability of belonging to each trajectory group. This procedure is based on the assumption that the error in classification made when placing an offender into only one trajectory group is small, and thus does not bias the parameter estimates of the standard errors to an important degree. This assumption appeared reasonable in the present study as the average probabilities of group membership for offenders falling into each group were .929 and .975. Furthermore, less than 5% of the sample could be considered “difficult to classify” in the sense that they had an above .25 / below .75 probability of being assigned to the other group. A graphical depiction of the resulting solution is presented in Figure 1. Solid lines on the graphs represent model-implied (i.e., estimated or predicted) trajectories, whereas dashed lines represent average observed trajectories.

**FIGURE 1. ESTIMATED AND OBSERVED GROWTH CURVES FOR THE CRIMINAL SERIOUSNESS INDEX WITH TWO OFFENDING TRAJECTORY GROUPS**

![Graph showing estimated and observed growth curves for the criminal seriousness index with two offending trajectory groups.](image)
Results

Inspection of the fitted growth curves confirms the finding that the conditional two-group quadratic latent growth curve model performed well at reproducing the observed means (i.e., provided a good fit to the data). Moreover, we can see that the great majority of the offenders engaged in sporadic and relatively minor forms of offending over their life-course, while a minority of offenders committed more frequent, serious and persistent criminal activity. The latter group comprised 13.4% of the offenders and showed a chronic high level of offending behaviour over the years. The offending frequency/severity of this group increased steadily from adolescence onwards. The largest group consisted of 86.6% of the offenders in the sample. This group was characterized by infrequent and/or less serious involvement in criminal behaviour over the years. Their offending pattern remained relatively stable, although it tended to show a slight decline in frequency/severity, which was primarily evident during the last two periods of assessment (age 26 onwards). These two groups were labelled chronic high and stable low, respectively.

The actual recidivism rates of the two groups at each of the five waves of assessment are presented in Table 2. A few comments deserve mention. First, at each age period, the chronic high offenders recidivated at a much higher rate than the stable low offenders. Second, the differences in recidivism rates between the two offending groups became progressively more pronounced over time, with the largest dissimilarities evidenced during (middle) adulthood (age 26 onwards). After the age of 15, 80% to 90% of the chronic high offenders received at least one conviction in each of the last four assessment periods. In contrast, the recidivism rate for the stable low offenders declined from 70% during late adolescence (16-20 age period) to approximately 20% in the last wave of assessment when the offenders were 31 years or older. These findings are consistent with the fitted growth curves depicted in Figure 1, which shows that the offending pathways of the two groups are reasonably similar up to early adulthood, and then begin diverging in such a way that the chronic high offending trajectory group maintained an increasingly more frequent and/or serious level of offending throughout adulthood.

<table>
<thead>
<tr>
<th>Table 2. Recidivism Rates of the Chronic High and Stable Low Offending Trajectory Groups at Each Time Period (%/n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time 1</strong> (ages 12-15)</td>
</tr>
<tr>
<td>Chronic High</td>
</tr>
<tr>
<td>Stable Low</td>
</tr>
</tbody>
</table>

As expected, all of the non-recidivist offenders were assigned to the stable low offending trajectory group. Also of interest, almost all of the chronic high offenders (95.7%), while only 56.0% of the stable low offenders, were convicted of at least one violent offence ($\chi^2 (1, N = 510) = 39.55, p < .001$) during their adult years (age 21 onwards). Similarly, a significantly greater proportion of chronic high offenders received a conviction for a violent offence between the ages of 16 and 20, although the difference between the two groups during this earlier assessment period was a bit less marked. Specifically, 73.9% of the offenders in the chronic high trajectory group and 51.2% of the offenders in the stable low trajectory group were convicted for a violent offence during late adolescence ($\chi^2 (1, N = 514) = 12.38, p < .001$).

In addition, there were statistically significant differences between the two groups in the numbers of convictions (both overall and violent) received following the index offence. In fact, the chronic high offenders were reconvicted more than twice as many times as the stable low offenders in general and for violent offences specifically. The actual number of reconvictions was slightly more than ten for the chronic high offenders (= 4 violent reconvictions), compared to about five for the stable low offenders (= 1.5 violent reconvictions). Independent samples $t$-statistics were $t (512) = 8.19$ for overall and $t (512) = 7.12$ for violent-only (both $ps < .001$). The two groups also differed in terms of criminal versatility, with the chronic high offenders averaging nearly five different offence types throughout their life-course and the stable low offenders only about three ($t (512) = 8.72, p < .001$).
Risk Factors Associated with Trajectory Membership

It seemed clear from these findings that the chronic high group was comprised of offenders who were at greater risk and needs than those assigned to the stable low group. To examine the relationships between the criminogenic risk/needs domains and group membership, we conducted a series of binary logistic regression analyses. The regression analyses tested multiple “univariate” predictor models to assess the unique effect of each risk factor separately. Associates differentiated offenders in the chronic high trajectory group from those in the stable low group. The odds of being classified in the chronic high rather than in the stable low offending trajectory group were three to four times greater for offenders who experienced some or major problems in terms of their association patterns, compared to those who had no problem (ORs were 2.89 for some and 4.29 for major). Moreover, substance use problems predicted increased odds of membership in the chronic high offending trajectory group relative to the stable low group (ORs were 2.08 for some problems and 2.90 for major problems). That is, there was a greater proportion of the juvenile probationers who had substance use problems in the chronic high offending trajectory group (47.8% for some and 11.6% for major) than was found in the stable low group (33.9% for some and 6.1% for major).

Discussion

A primary objective of the present study was to enhance the growing body of empirical evidence that calls for more differentiated theoretical models of offending trajectories and address the dispute regarding the number of identified offending trajectory groups, their sizes, and the shapes of the distinctive developmental courses. This objective was achieved by taking advantage of the strengths and capabilities of the newest generation of growth modeling techniques. A secondary objective was to examine the relationships between adolescent criminogenic risk/needs factors and offending trajectory group membership.

Two subgroups of offenders who differed statistically in their patterns of offending frequency and/or severity over time were identified. The minority of youths (≈ 13%) engaged in frequent and/or serious levels of offending behaviour throughout their life-course. The frequency/severity of offending behaviour for offenders within that group escalated gradually from early adolescence (ages 12-15) onwards, and showed very little evidence of decline. Also found was a much more common trajectory (≈ 87%) characterized by less frequent and/or serious offending behaviour over time. As expected, the chronic high offenders disproportionally engaged in a wider variety of offence types as well as more of the violent crimes, compared to the stable low offenders. They were also more likely than their more transient counterparts to have negative and unconstructive ties with their peers and to have substance use problems.

An important finding was that the offenders assigned to the chronic high group did not desist from crime, but rather continued to engage in relatively frequent and/or serious criminal activity over the years. The identification of a high risk group that persists in offending through to the mid-adult years is consistent with several other studies (e.g., Blockland et al. 2005; Schaffer, Petras, Ialongo, Poduska and Kellam 2003). Whether a longer follow-up would find some chronic offenders to desist as suggested by Laub and Sampson (2003) remains to be confirmed.

Another finding central to the present investigation concerns the link with the broader developmental criminological literature. Although detailed information on the frequency and/or severity of the antisocial activities during the pre-adolescence and early childhood years is lacking, the two offending trajectories found in the present study corresponded closely to the early onset persisters and late onset desisters proposed by Loeber and Stouthamer-Loeber (1996), Moffitt (1993) and Patterson et al. (1992). Moreover, the current findings contrasted with the outcomes of recent empirical studies that suggested the presence of more than two distinct offending trajectory groups (e.g., Day, Beve, Duschene, Rosenthal, Sun and Theodor 2007; Blockland et al. 2005; Moffitt 2003; Wiesner and Silbereisen 2003).
In evaluating and comparing the current results with those of other studies, it is essential to draw attention to some methodological and analytical differences. We have previously discussed the importance of the type of statistical analyses used, but there are other explanatory factors for the noticeable incongruence. In general, research sampling youths from a normative population find three to four trajectories compared to four to six typically found with adjudicated populations (Piquero 2008). However, we only found two trajectories and recently, Livingston and his colleagues (Livingston, Stewart, Allard and Ogilvie 2008) found only three trajectory groups with a youth offender cohort of the same age as in this study. Our findings and those of Livingston et al. (2008) implies Piquero’s (2008) review of offender samples may need to be revisited. It appears that possible differences in the sample composition may be an important moderator of trajectory membership.

We feel reasonably confident that the youths sampled in this study comprised an at-risk group of adolescents with multiple needs. Many of the teenagers were clients of a number of different social agencies before coming to the attention of the criminal justice system. Fourteen percents of the adolescents had been placed in a foster or group home, about half had one or more address change(s) in the year prior to their probation term, and almost one-third were relying on social assistance at the time they were admitted to supervision. In addition, as many as 30% of the youths had a criminal history record before they reached their fifteenth birthday, and more than three quarters were classified as either medium or high risk and needs on the Primary Risk Assessment – Version 1 when admitted to supervision. Thus, it was not surprising to find that the size of our chronic high group was slightly larger than the 3%-8% of the population hypothesized to show sustained criminal careers (e.g., Cohen and Vila 1996; Farrington, Coid, Harnett, Jolliffe, Soteriou, Turner and West 2006; Moffitt 1993) and/or that comprised high-rate chronic offender groups in other empirical studies (e.g., Chung et al. 2002; D’Unger, Land and McCall 2002; Farrington et al. 2006). Neither was it unexpected to observe that the actual percentages of violent crimes for both offending trajectory groups were appreciably higher than those reported in other longitudinal studies that used a comparable methodology and/or follow-up period (e.g., Eklund and af Klinteberg 2006).

Other potential explanations that can have an impact on the optimal number of offending trajectories to be drawn and on their characteristics (e.g., size, shape) include differences in the measurement of offending behaviour (e.g., self-reports vs. official convictions, frequency vs. severity, scale/range of scores, number of waves of assessment) as well as in the age span covered by the study. Additionally, the decision to take or not incarceration time into account may yield divergent findings. Piquero et al. (2001) demonstrated that the failure to control for time-at-risk in the community could underestimate the number of persisting offenders (e.g., result in the improper identification of chronic high offenders as moderate-rate offenders).

### Risk Factors Associated with Offending Trajectories

Evidence that the present sample consisted of high-risk offenders with several needs was provided from an examination of the Primary Risk Assessment – Version 1. In the current study, not only was the PRA – V1 found to be a significant predictor of offending trajectory group membership, but more than three quarters of the offenders were categorized as either medium or high risk and needs. Given that this actuarial assessment instrument draws its total score from a variety of constructs linked to criminal behaviour, these results suggest that the majority of the offenders in the sample had multiple risk factors, placing them at risk for reoffending.

Taking these findings as a whole, it appears reasonable to presume that the offending trajectory groups generated in this study were reliably distinctive such that the patterns of offending could be usefully examined for characteristics that may reflect different etiological pathways. Accordingly, it is interesting to consider what characterized the juvenile probationers assigned to the chronic high offending trajectory group apart from their more transient counterparts.
Of the risk/needs domains studied, only Associates reliably predicted group membership across the two outcome measures and after controlling for other competing risk/needs factors. Not surprisingly, the chronic high offending trajectory group comprised more offenders who had negative and unconstructive ties with their peers than the stable low group. Compared to the youths who had a generally prosocial pattern of associations, the odds of membership in the chronic high group were significantly increased (roughly three to four times higher) for the juvenile probationers who experienced problems in terms of their association patterns.

Although not measured directly, it is logical to deduce that the offenders who followed a chronic high offending trajectory received social support from their peers to engage in criminal behaviour and other related deviant acts. As expected from a social learning perspective and from the principles of differential association theory, interacting with peers who tolerate or even commit antisocial behaviour and who function as sources of reinforcement and role models, increases the risk for criminal behaviour (Coie, Terry, Zakriski and Lochman 1995; Dishion and Patterson 1997; Tremblay, Masse, Vitaro and Dobkin 1995). The importance of antisocial peer support is not only theoretically relevant, but has also been repeatedly validated. In fact, numerous studies have demonstrated that the role of associates is one of the most important risk factors in the study of delinquency and persistent criminality, especially when dealing with the behaviour of youths (e.g., Brendgen, Vitaro and Bukowski 1998; Chung et al. 2002; Farrington et al. 2006; Lacourse, Nagin, Tremblay, Vitaro and Clae 2003; Wiesner and Silbereisen 2003).

Despite demonstrating a less convincing association with group membership, it should be noted that Substance Use also distinguished offenders in the chronic high and stable low offending trajectory groups. Specifically, a greater proportion of young probationers who had substance use problems were identified as chronic high offenders, compared to those who did not evidence difficulty in this area. The statistically significant effect of this risk factor, however, disappeared when considered in conjunction with Associates. Surprisingly, none of the other relatively well-established juvenile risk/needs factors significantly and reliably predicted membership in the chronic high and stable low offending trajectory groups.

As noted earlier, the chronic high group comprised a medium to high risk group as measured by the PRA – V1. Although they had problems related to many different aspects of their personal and social lives, the current results highlighted the peer group as a predominant influence that made the juvenile probationers vulnerable to recurrent and enduring contacts with the criminal justice system. This finding suggests that patterns of association are so closely entrenched in other areas of a youth's daily life (e.g., family, school) and other potential risk factors (e.g., substance abuse, attitudes) that it indirectly accounts for a good share of the influence attributable to these other criminogenic risk/needs factors.

Implications, Limitations and Directions for Future Research

Overall, this study contributes to the mounting volume of research on the heterogeneity of criminal behaviour, but additional research is needed to resolve the debate about the optimal number and types of distinct developmental trajectories that best describes the offending population. Besides, the current results must be interpreted in light of some limitations.

The finding that the chronic high offenders did not desist from crime despite having received numerous and sometimes lengthy custodial sentences is in line with the literature on offender rehabilitation, which suggests that sanctions and punishment do not have any suppressive impact on recidivism (Andrews and Bonta 2006; Pratt and Cullen 2005; Smith, Goggin and Gendreau 2002; von Hirsch, Bottoms, Burney and Wikström 1999). Cognizant of Piquero’s (2008) warning that policy makers “do something” with chronic offenders and that this “something” will be harsher punishment, we take the view that such knowledge is useful for the delivery of rehabilitative services to those who need it the most. The correctional rehabilitation literature clearly shows that treatment works best with the higher risk offenders and not with the low risk offenders (Andrews, Bonta and Hoge 1990; Andrews and Bonta 2006).
Earlier, we raised the idea that extending the data collection period to include the pre-adolescence years would provide valuable information on age of onset. The information collected during earlier stages in the life-course would also convey precious guidance for intervention strategies. The present findings clearly suggest that services should be offered in the early developmental stages of an offender’s criminal career (i.e., early and middle adolescent years), but the need to intervene at an even earlier time could have been invoked had data been collected on a normative sample during developmental periods that cover childhood. Chung et al. (2002) demonstrated that a number of social developmental constructs such as antisocial peers, school bonding, and drug availability measured in late childhood (ages 10 to 12) influenced offending pathways from adolescence to young adulthood. Similarly, Côté, Vaillancourt, LeBlanc, Nagin and Tremblay (2006) found that family risk factors traditionally associated with antisocial behaviour during adolescence (e.g., hostile/ineffective parenting strategies) were associated with the use of frequent and regular physical aggression during early and middle childhood (ages 2 to 11). These latter results are noteworthy given that physical aggression between the ages of 6 and 12 predicts physical violence at age 17 (Kokko, Tremblay, Lacourse, Nagin and Vitaro 2006).

In addition to tracking offenders from an earlier age, there is a need for longitudinal studies that track offenders over follow-up periods that extend into later adulthood. Not only would this produce greater confidence that desisters have been genuinely identified, but it would also allow researchers to examine different phases in the desistance process. As suggested by Loeber and Stouthamer-Loeber (1998), it cannot be assumed that the causes of desisting from crime are the same across different developmental periods. A detailed discussion of the possible causes for the age-related decline in crime observed for the majority of the sample is beyond the scope of this study. Future research however could clarify the role that a deep-seated psychological change (i.e., growth and maturity) that relates to Moffitt’s (1993) notion of social mimicry, and that changes in an individual’s attachment to social institutions (e.g., marriage, employment, childrearing; Laub and Sampson 2003) and opportunities play in the process.

The current literature would also benefit from broadening the scope of research by including time-varying predictors (i.e., dynamic variables whose actual scores for some individuals fluctuate across the assessment periods). Contemporary growth curve modeling techniques offer the possibility to investigate the relationships between distinct offending trajectories and time-varying predictors, but these growth curve models are complex and to our knowledge, there has not been any published study to date that has made use of such a methodology and analytical strategy. The closest piece of work was executed by Wiesner and Silbereisen (2003) who explored associations between trajectories of juvenile delinquency and time-averaged risk factors. The inclusion of time-varying predictors could help researchers establish whether changes in some variables are associated with offending (or desistance) during various developmental stages of the life-course. Moreover, it could allow a more precise and thorough investigation of both cause and effect relations and person-by-situation interactions.

Closely related is the type of predictor variables. This study only assessed factors that reflected the person and his/her social environment. Had information on social-cognitive indicators (e.g., goals, motives) been collected, the relations between underlying psychological processes and offending behaviour could have been examined, which would have provided a more representative and comprehensive picture of the phenomenon under study. For instance, it could help explain why early onset persisters (chronic high offenders) are more violent, or why late onset desisters (stable low offenders) become relatively crime-free. To attend to the abovementioned unresolved issues would also address a number of central themes on Moffitt’s (2003) research agenda such as investigating the effect of serious and chronic criminal behaviour on other generally negative patterns of behaviour or life outcomes (e.g., employment/educational success, overall physical/mental health).

Finally, we wish to note that we relied on official conviction records as the sole measure of offending behaviour, even though prior research suggested that predicting serious and/or persistent offending is at least somewhat dependent on the measurement strategy used (see Brennan, Grekin and Mednick 1999;
Piquero 2008; Piquero, Blumstein, Brame, Haapanen, Mulvey and Nagin 2001). The use of self-report questionnaires in conjunction with official police records could have provided a more accurate (less biased) representation of recidivism rates as well as valuable information relating to goals, motives and contexts. Nonetheless, by employing a state-of-the-art analytical strategy that allowed the capture of the complex patterns of stability and change in criminal behaviour across developmental periods, we made full use of the longitudinal data, and therefore advanced knowledge about developmental trajectories of offending.
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End Notes

1. One primary alternative to semi-parametric group-based modeling is grouping based on subjective classification rules. Using this latter analytical strategy, individuals are sorted into groups based on certain classification criteria (e.g., placing individuals who are one standard deviation above the mean in four of five assessment periods into a chronic high group). However, because they do not allow researchers to formally test whether the groups exist within a given population, a priori taxonomies are more susceptible to misclassification error (Nagin, 1999) and may overlook other naturally occurring subgroups of offenders (Wiesner & Capaldi, 2003). Furthermore, such classification schemes do not provide a metric that is equivalent to the posterior probability of group membership in mixture modeling, and as such do not provide any way to assess how well an individual fits in a group. Nagin and Tremblay (2005) recently noted that trajectory group-based definitions identify a substantively far more interesting and distinctive group than static, subjective definitions. Moreover, there are some suggestions in the literature that it is better to simultaneously model the latent classes and the structural equation modeling relations than to use alternative methods that analyze the data successively (e.g., Jedidi et al., 1997).

2. When the sample was selected, young offenders were defined by the Young Offender Act (YOA; 1984) as between the ages of 12 to 17 years. However, to account for delays between the actual date of occurrence and date of conviction for the index offence, the cut-off age for inclusion in the study was set at 19 rather than 17.

3. The original Wisconsin instrument (Baird, Heinz and Bemus 1979) consisted of 11 risk items and 12 needs items summed to yield two separate total scores that placed the offenders into either a low, medium or high risk and needs category, respectively. A study investigating the predictive validity of the risk and need measures yielded mixed findings, pointing out to weaknesses for their use with young offenders (Sabourin 1986). Following Sabourin’s (1986) evaluation, some revisions were brought about to both the adult and youth version of the scales. Despite these modifications, a second study (Barkwell 1991) on the revised risk and needs instruments still revealed limitations with the youth version. In light of these studies, Bonta and his colleagues (Bonta, Parkinson, Pang et al. 1994) undertook a set of studies to examine the psychometric properties and predictive validity of the scales. The findings from their evaluation suggested a number of modifications, which included the removal of items that showed no predictive validity, the simplification of many of the scoring rules, and combining the risk and needs items into one scale rather than two individual assessments. It is the youth version of the classification instrument that resulted from these modifications that was used in the present study as it demonstrated improved predictive validity among young probationers (Bonta, Parkinson, Barkwell and Wallace-Capretta 1994). We called this instrument the Primary Risk Assessment – Version 1 (PRA – V1, 1994; the instrument was further revised for youths in the late 1990s with considerably more items added).

4. The sample selection was originally designed so that 100 offenders came from each cohort year. However, nine cases from the later years were dropped from the study as they represented recidivist offenders who were already in the database for a previous probation term (i.e., duplicates). Moreover, four offenders were excluded from the initial sample due to their age (age 20 years or more), reducing the sample size to 587 offenders.

5. Six Manitoba criminal history records were, however, discarded for having no entries but just names, allowing coding of the criminal careers for an additional 32 juvenile probationers for whom the RCMP had no record.

6. The overall attrition rate due to missing data or incomplete/unavailable recidivism information was 12.4% (73/587), which seems reasonable for a longitudinal study conducted on an offender population. Preliminary analyses comparing the present sample (N = 514) to the group of juvenile offenders who were excluded from the study due to incompleteness/unavailability of recidivism data (n = 73) revealed a slight systematic attrition effect such that the offenders excluded from the study were less likely to follow a violent and persistent criminal pathway than those included in the study. Although the two groups were similar on most of the personal-social and demographic variables (e.g., age, educational level, substance use problems), the offenders who were included in the study were significantly more likely to be male, Aboriginal and to have higher risk/needs PRA – V1 scores.

7. The natural log of, rather than the raw, scores were used to augment the influence of actual outcome ratings (or reduce the influence of the time-at-risk indicator). By taking the natural log of the number of months, however, offenders’ scores for whom time-at-risk equaled one month during a particular assessment period were treated as missing values. It should also be noted that the follow-up period during the last wave of assessment was greater than 60 months for approximately 80 offenders, roughly two-thirds of whom did not commit an offence during that time period. Although the effect is likely minimal, using a natural logarithmic function on those “non-recidivist” offenders would be expected to have a small impact on underestimating their offending frequency/severity scores during that last assessment period.